| **Sequence Labeling as Non-Autoregressive**  **Dual-Query Set Generation** | Sequence labeling is a crucial task in the NLP commu-  nity that aims at identifying and assigning spans within the input  sentence. It has wide applications in various fields such as informa-  tion extraction, dialogue system, and sentiment analysis. However,  previously proposed span-based or sequence-to-sequence models  conduct locating and assigning in order, resulting in problems  of error propagation and unnecessary training loss, respectively.  This paper addresses the problem by reformulating the sequence  labeling as a non-autoregressive set generation to realize locat-  ing and assigning in parallel. Herein, we propose a Dual-Query  Set Generation (DQSetGen) model for unified sequence labeling  tasks. Specifically, the dual-query set, including a prompted type  query and a positional query with anchor span, is fed into the  non-autoregressive decoder to probe the spans which correspond to  the positional query and have similar patterns with the type query.  By avoiding the autoregressive nature of previous approaches,  our method significantly improves efficiency and reduces error  propagation. Experimental results illustrate that our approach can  obtain superior performance on 5 sub-tasks across 11 benchmark  datasets. The non-autoregressive nature of our method allows for  parallel computation, achieving faster inference speed than com-  pared baselines. In conclusion, our proposed non-autoregressive  dual-query set generation method offers a more efficient and accu-  rate approach to sequence labeling tasks in NLP. Its advantages in  terms of performance and efficiency make it a promising solution  for various applications in data mining and other related fields. | Sequence Labeling  Sequence labeling [21], [22], [23], [24] is a critical task in  natural language processing (NLP) that can be used for a vari-  ety of applications, including slot filling, part-of-speech (POS)  tagging and named entity recognition (NER). Recent advances  in sequence labeling methods have leveraged pre-trained lan-  guage models (PLMs) [25], [26], [27] such as RoBERTa [28],  BART [29], and T5 [30] to perform token-level classification  using powerful text encoding capabilities. Span-based classifi-  cation methods [31], [32], [33], [34] have also been proposed to  extend token-level classification to span-level classification. In  addition to these classification-based methods, there have been  efforts to use sequence-to-sequence (Seq2Seq) PLMs to handle  sequence labeling tasks [17], [35], [36]. These models generate  target spans and their tag labels autoregressively through pointer-  based indexing [16] or tagging mechanisms [37]. Researchers  have also focused on decoding strategies. For instance, Zhao  et al. [38] proposes a novel hierarchical decoding model that  dynamically parses act, slot, and value in a structured manner.  In this work, we propose a novel approach to sequence label-  ing that differs from both span-based and Seq2Seq methods.  We model various sequence labeling tasks as dual-query set  generation in a non-autoregressive manner, which eliminates  error propagation and enables us to tag spans in one step.  Specifically, our proposed method leverages a dual-query set,  including a type query (semantic embedding) and a positional  query (anchor spans), to probe the input text and generate sets of  spans with specific semantic types. By modeling these tasks as  the dual-query set generation, we can eliminate error propaga-  tion and tag spans in one step, which can improve performance  while maintaining efficiency.  B. Set Generation  The set generation has been explored in machine learning,  where the output is a set of unordered labels. In the field of  computer vision, researchers have investigated set generation  approaches for Transformer-based object detection models, such  as DETR [39] that uses learnable query sets for task-specific  features. However, the influence of order on the performance  of various NLP tasks has been highlighted in previous studies,  including graph generation [40], NER [41], keyphrase genera-  tion [42], and multi-label classification [43]. Other approaches  have been proposed to explicitly model set properties for these  tasks, such as conducting an exhaustive search for the suitable  order [44] or modifying the optimization of the model [45].  Among the above-described related work about set generation,  Tan et al. [41] introduces an innovative sequence-to-set model  for nested NER that utilizes a set of fixed, trainable vectors  to learn valuable span patterns, which is closely related to our  DQSetGen. However, Tan et al. [41] concatenates the BERT  contextualized embeddings, the GloVE embeddings, part-of-  speech (POS) embeddings and character-level embeddings to-  gether, which runs counter to our simple application of BERT  embedding for sequence labeling tasks. Thus, we don’t compare  with Tan et al. [41] in terms of NER sub-tasks. In contrast,  we propose a dual-query set generation framework in a non-  autoregressive manner that enables the model to identify and  assign spans quickly, which is a fundamental requirement of  sequence labeling. |
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